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The grocery industry is massive

$5.7T $1.3T

Global Grocery Market US & Canada
Annual Sales (15%)



By comparison...

$4OOB $25B $1.3T

ooooooo Electronics Books & Magaz Grocery



We're seeing a strong shift to online

In 2019...

47% 32% 3%

Consumer Electronics Books & Magazines Grocer y

..were purchased online



COVID-19 has changed grocery shopping tforever

$1,164
1138 *I
§1,087 $1.112 3T
$1,039 $1.063 .
$993 $1,016 ’

21.5%
19.9% .-
16.9% .-~~~

%
% _.--" 13.5% Total Grocery Sales
1?;5,_——‘ T _.-" (USD, Billions)
P 8.5% .- - Total Projected Grocery
6.8% =l Sales (USD, Billions)
54% __.-=--" a . Grocery eCommerce
i -

" Sales % (Post-COVID)

_ Grocery eCommerce
Sales % (Pre-COVID)

2018 2019 2020 2021 2022 2023 2024 2025

Source: Mercatus


https://info.mercatus.com/egrocery-shopper-behavior-report?utm_source=ketner&utm_medium=media&utm_campaign=fy21-q3-shopper-survey-report-ketner-press-release

An Example of Technical Challenges

Availability of a certain item in a certain store

found not found

N
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predictions
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Opportunities
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e-Commerce v
Search @ Wa Imart

.,

9,832 results

RED STAR E31

Cotd des Blancs

Sort & filter 4,947 results

© [
Red Star Cotes des Blanc !ly!(?!;o‘i/
Wine Yeast - 12 Pack
$25.60

Sold and shipped by
The Homebrew Shop

Sort & filter

Viniology: The Science of
Making Wine Country Red

$44.95 - $64.95

Sold and shipped by
Scientifics Direct Inc
Free shipping

Free shipping

RED STAR

Montrachet
fne Doy ot
Levue AR A

Start Shop

O

Red Star Premier Rouge
Wine Yeast - 12 Pack
$25.60

Sold and shipped by
The Homebrew Shop

Q REDUCED PRICE
LYUMO Elegant Style Iron
Red Wine Rack Wine
$45.56 List 56509

Sold and shipped by WALFRONT LLC
Free shipping

Free shipping

)

Premier Classique Red Star
Wine Yeast - 5 g - 12 Pack

$25.60

[o]0) !

00 R = bR [
Services Reorder Cart Start Shop

O
Iron Art Red Wine Rack

Tricycle Shape Wine Glass
$46.43
Sold and shipped by SIDESHOW INC
o0
00 12 =i
Services Reorder Cart




e-Commerce
Search @ Amazon
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Search 1l LTE

& = amazon

~—7prime

Q_ red wine $40

11:02 AM 9 95% ()

0
@ O

Sponsored

Stunner Women Square Toe Bow
Ballet Flats Fashion Non Slip Flat
Shoes

1. 8.6.6 6 &
$990
$5.93 shipping

MOGU Mens Slim Fit Front Flat
Casual Pants

Wk W v 59
$2496-$299

vprime

40 Pieces Rooted Tape in Hair
Extensions Human Hair Seamless
Skin Weft 100% Real...

= WRRKY 41

$5480 ($0.55/Gram)
vPprime FREE Delivery Tue, Jul 9

July 7, 2019

12:08 al O
& Q red wine $40 s 0
vprime Filters v
RESULTS

Price and other details may vary based on size and color

Sponsored
Cento Red Wine Vinegar, 25.4 oz

25.4 FL Oz (Pack of 1)
. ¢ ¢ ¢ ¢ &V
$969 (40.40/0unce)

vPprime FREE One-Day
Get it Tomorrow, Jul 20

DYKEISS Sport Slim Silicone Band
Compatible for Apple Watch Band
38mm 42mm 40mm 44mm, Thin...

* Ak K oe 6,084
$798

vPprime FREE One-Day
Get it Tomorrow, Jul 20

STG Sport Watch Band Compatible
with Apple Watch Band 38mm
40mm 42mm 44mm, Soft Silicon...

Yok & & ofe 2,806

$G80

vprime FREE One-Day

Get it Tomorrow, Jul 20

Only 15 left in stock - order soon.

July 19, 2021
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red wine $40 X ire apple ipod X =

e-Commerce

S e a rC h @ | n Sta C a rt i Results for "apple ipod"

Featured

BLACK BOX  Featured 474
1

Featured =5

4+

T 6 REAL INGREDIENTS
APPLE PIE

CABERNET
SAUVIGNON

3]t

Jus

Pinot Noir

$18.98 $18.98
Meiomi Pinot Noir Red  Black Box Wines $39.98 $5.88
Wine Cabernet Sauvignon Crown Royal Regal Larabar Fruit & Nut Bar,
750 ml Red Wine Apple Flavored Whisky Apple Pie
3L L7BAL, 6 each
Featured
+ Featured
— +
Red s my Ist fruits
Blend & starter kit
750 ml s Krw L
=5 €23
$8.98
AV‘ SR - S $3nl L Yva.l
Shop Explore Recipes Buy It Again Shop Explore Recipes Buy It Again
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The future of e-Commerce?

.,


http://www.youtube.com/watch?v=UNMHH0kIpPE&t=50

Classical Information Retrieval

Query: blue long sleeve dress

BLUE LONG SLEEVE DRESS

Color = ‘Blue’ Dress Length = ‘Long’ Title (shingle) = ‘sleeve’

Color = ‘Navy’ X : < Product Type = ‘Dress’

> >
» >

N

Color = ‘Azure’ Sleeve Length = ‘Long sleeve’

Image from t.ly/gmy0

Two challenges:
e Need many rule-based or ML models to interpret the query

e Need data of heterogeneous types (e.g., catalog, taxonomy, knowledge graph)

9


http://t.ly/qmy0

Query Understanding

california red wine 2019 $40 Q

/AN

Location = California

Category = read wine

Year =2019

Price ~$40

Language Detection (i18n)
Speller

Stemming & Lemmatization
Query Classification

Query Segmentation

Entity Linking

Tagging

Query Rewriting

Query Relaxation



Product Catalog & Taxonomy

Retailers adopt different product taxonomies
e Instacart works with 600+ retailers

Google Product Taxonomy
e More than 6,000 categories

Instacart’s taxonomy for groceries
e More than 6,000 categories



Product Catalog & Taxonomy

When the taxonomy contains thousands of nodes ...

... > Floral > Indoor plants

... > Floral > Potted plants




Product Knowledge Graph vs Generic Knowledge Graph

Generic KG
Generic KG G

Generic KG

From Luna Dong, Amazon
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< Search

Product Knowledge Graph = s o

RESULTS
STEPHEN Insomnia

Ki h! G by Stephen King
% IR R |
‘w Fefe ke Aoy 2321
Other formats: Paperback, Kindle,

Consider queries: Audible Audiobook
INSOMNIA Hardcover-spiral, +2 more

insomnia, heartburn, how to get rid of a raccoon

Insomnia

Starring Al Pacino
Yok Akl 2862
Prime Video

From 5399 to rent
From $13.99 to buy
2002, R, CC

Google trends from 2014: INSOMNIA

queries that contain the term “how”

Say Good Night To Insomnia
by Gregg Jacobs

FA Ak ys 895
SAY Paperback

GOOD NIGHT ey pACFEER"
T0 Save $1.95 at checkout
INSOMNIA

THE SNEEC PROGAAN

vPprime FREE Delivery Mon, Aug 9

Great On Kindle: A high quality
digital reading experience.

Other formats: Kindle, Audible
Audiobook, Hardcover, +1 more

Note Note
1
Jan 1, 2004 Apr 1, 2009 Jul 1,2014 Oct 11,2019
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Product Knowledge Graph

Consider queries:
insomnia, heartburn, how to get rid of a raccoon,
We need knowledge in the form of:
(key phrase, relationship, {objects})
For example:
(heartburn, medicine-for, {antacids, h2 receptor blockers, proton pump inhibitors})
(2017 sci-fi movies, top-10-of, {okja, blade runner 2049, Thor: Ragnarok, Marjorie Prime, ...})

(depression, treatment-of, {stay connected, exercise, healthy diet, get sunlight})



Knowledge on the Web

9

Ten Kid Friendly Snacks | Save X +

C' | & savethechildren.org/us/charity-st &5 & Y & * %Incogni(o

10 Healthy Snacks for Children

Studies show what most parents already know: when kids are well nourished, they
perform better in school and are better equipped to fight off disease. But it sometimes
seems that pleasing those picky little taste buds is easier said than done. We picked the
brains of our in-house nutrition gurus to come up with this list of healthy snack options
for kids. These 10 easy-to-make kid friendly treats are so delicious, even the pickiest of
eaters will be asking for seconds.

Let the healthy snacking begin!

1. Go for the Yo (Low-fat Yogurt)
Low-fat yogurt is not only high in protein and calcium but also in active cultures
that boost the body's immune and digestive systems. Something this good doesn't
have to be bland.
Toss in fresh fruit, add a little low-fat milk, a bit of honey and blend to make a
delicious fruit smoothie sure to satisfy any sweet tooth craving. Bonus: freeze
your kids' favorite flavors in paper cups and serve as popsicles.
Gain Whole Grains (Whole Grain Snacks)
Whole grains are key sources of B vitamins and minerals (iron, magnesium, and
selenium), that can keep kids' hearts healthy and reduce the risk of certain
cancers and Type-2 diabetes. Replacing even a few refined flour products with
whole grains in a child's diet will help provide the dietary fiber necessary to help
maintain a healthy body weight.
A best bet for tummy satisfaction is to pair whole-grain treats with a yummy dip:
a whole wheat pretzel with low-fat cheese or yogurt; whole grain crackers with
peanut butter or apple sauce; or try whole wheat pita bread with hummus.
. Make an Egg-cellent Choice (Eggs)
We're bringing breakfast back. Protein-packed eggs are not just a great way to
start the day, but also a low-calorie way to refuel in the afternoon.
Fix them sunny side up or scrambled (go easy on the oil) and serve with whole
grain toast and jam. Or opt for a fun, hard-boiled version, slicing eggs in half,
adding a cheese flag with a toothpick and sailing your way through the afternoon
with an egg boat.
4. Eat the Rainbow (Fruit)

N

w

° 11 Best Barbecue Recipes | Po. X+

<« C @ food.ndtv.com ® % @ * @ ncognio

— NoVe
= FmD Eng v L Q search Recipes

11 Best Barbecue Recipes | Popular Barbecue
Recipes

Barbecue is probably the world's oldest cooking method. We've rounded up our 11 best
barbecue recipes that you can try at home on a bonfire night with family and friends.

NDTV Food = Updated: March 17, 2020 13:44 IST

0By 0 ¢ & Yo Q

Barbecue recipes you can try at home.

Thinkstock

"It is better to have burnt and lost, than never to have barbecued at all" - William ‘

Shakespeare

Barbecue Recipes-Barbecue is probably the world's oldest cooking method. It has
come a long way from the traditional pit BBQ that originated in the Caribbean to the
great Indian tandoor. Australians have taken to the 'barbie' with great gusto. Itis a fun
and fiery way to eat hearty and stay snug, perfect on a nippy night or for a breezy
brunch. For your next BBQ party, we show you how to do it right.



Data Integration

Structured Data j %
e Catalog (inventory) data “ = T m -~ - = .
e Transaction data e b de
°o . = ‘ ©

[ —

Semi-Structured Data (trees and graphs)
e Taxonomy, Ontology, Knowledge Graph

. Ten Kid Friendly Snacks | Save X+

savethechildren.org/us/charity-st

10 Healthy Snacks for Children

Studies show what most parents already know: when kids are well nourished, they a
perform better in school and are better equipped to fight off disease. But it sometimes

Unstructured Data e e ot peg b e o s s o i st
brains of our in-house nutrition gurus to come up with this list of healthy snack options
for kids. These 10 easy-to-make kid friendly treats are so delicious, even the pickiest of

. CU St O m e r r eVi EW eaters will be asking for seconds.
Let the healthy snacking begin!
. W e b p a g e 1. Go for the Yo (Low-fat Yogurt)
Low-fat yogurt is not only high in protein and calcium but also in active cultures.
that boost the body's immune and digestive systems. Something this good doesn't
have to be bland.
. Toss in fresh fruit, add a little low-fat milk, a bit of honey and blend to make a
see delicious fruit smoothie sure to satisfy any sweet tooth craving. Bonus: freeze
your kids' favorite flavors in paper cups and serve as popsicles.
Gain Whole Grains (Whole Grain Snacks)
Whole grains are keg sources of B vicamins and minerals (iron, magnesium, and
selenium), that can keep kids' hearts healthy and reduce the risk of certain
cancers and Type-2 diabetes. Replacing even a few refined flour products with
whole grains in a child's diet will help provide the dietary fiber necessary to help
maintain a healthy body weight.

A best bet for tummy satisfaction is to pair whole-grain treats with a yummy dip:

a whole wheat pretzel with low-fat cheese or yogurt; whole grain crackers with
peanut butter or apple sauce; or try whole wheat pita bread with hummus.

. Make an Egg-cellent Choice (Eggs)

‘We're bringing breakfast back. Protein-packed eggs are not just a great way to
start the day, but also a low-calorie way to refuel in the afternoon.

Fix them sunny side up or scrambled (go easy on the oil) and serve with whole
grain toast and jam. Or opt for a fun, hard-boiled version, slicing eggs in half,
adding a cheese flag with a toothpick and sailing your way through the afternoon
with an egg boat.

4. Eat the Rainbow (Fruit)




Summary: Issues of e-Commerce Search

9

Classical IR uses inverted index that is “term” based. No semantics.
To support semantic matching, we perform query rewriting at many levels.
To support tasks such as query rewriting, we develop many individual ML models.

To do a better job in understanding queries, we must incorporate heterogeneous type of data, such
as web pages.



Neural IR

Neural Re-ranking Models

- An extension to the Learning to Rank mechanism.

- Use neural network-based models to score or rank documents.
Representation Learning

- Encode queries and documents into distributional representations.
- Use k-nearest neighbor search (ANN) to find relevant documents.

9



Neural Information Retrieval

offline
Query q Product P
deep NN f @ parsing IRRER (D indexing
Learned ] (@ matching m - | Learned
representation f(q) representation g(p)

common latent space S .

* .
LA ]
..,
---------

Han Xiao: BERT as a Service


http://t.ly/ds4P

Representations of Products
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Prod2vec (Grbovic et al), Prod2BERT (Bianchi et al), E-BERT (Zhang et al)

Applications beyond Search: Recommendation, Intent Prediction, etc.
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End-to-End, Personalized

Neural e-Commerce Search

Per and

lution for E Search via Ei

Retrieval: An End-to-End

bedding Learning

‘Han Zhang ', Songlin Wang '', Kang ﬂung‘ Zhiling Tang’ Yunjiang Jiang?, Yun Xiao?,
Weipeng Yan ', Wen- Y\m fang

D com, Bei

s
*0com Sillon Valley Research Ceper Nowtain View,CA. United Staes

{zhanghan33,

ABSTRACT
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1 INTRODUCTION
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End-to-End, Session based

End-to-End Neural Ranking for eCommerce Product Search

An application of task models and textual embeddings

Eliot P. Brenner'

Jun (Raymond) Zhao

Jetcom/Walmart Labs JetcomWalmart Labs
Hoboken, Hoboken, NJ
cliotbrenner@jetcom raymond@ietcom
Aliasgar Kutiyanavala Zheng (John) Yan
Jet.com/Walmart Jet.com/Walmart
Hoboken- Hob
gar@jetcom John@jetcom
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Addressing any need of a customer?

Consider queries:

e  jnsomnia
e  heartburn
e  how to get rid of a raccoon

It’s more a data integration problem than a query-product semantic matching problem.
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End-to-End IR

9

Question:

Can we train one ML model that returns related documents/products for a give query?

!

Query ____| Retrieval

A
Ranking

]

Multiple
Documents

Traditional IR
(Retrieve then rank)

Query __ |

Model

7

Multiple
Documents

Model Based Search

Metzler et al, Rethinking Search



Model based Search

OPINION PAPER

Rethinking Search:
Making Domain Experts out of Dilettantes®

Donald Metzler Yi Tay Dara Bahri
Google Research Google Research Google Research
metzler@google.com i le.com dbakri@google.com

Mare Najork
Google Research
najorkigoogle.com

Abstract

When experiencing an infarmation need, users want to engage with a domain expert, but
aften turn 1o an information retrieval system, such as a search engine, instead. Classical
information retrieval systems do not answer information needs directly, but instead provide
references to (hopefully authoritative) answers. Successful question answering systems offer
& limited corpus created on-demand by human experts, which is neither timely nor scalable.
Pre-trained language models, by contrast, are capable of directly sencrating prose that may
be responsive to an information need, but at present they are dilettantes rather than domain
experts - they do not have a true understanding of the world, they are prone to hallucinating,
and crucially they are incapable of justifying their utterances by referring to supporting
dacuments in the corpus they were trained aver. 'I'his paper examines how ideas from classical
information retrieval snd pre-trained langunge models can be synthesized and cvolved into
aystems that traly deliver on the promise of domain expert advice.

1 Introduction

Given an information need, users often turn 1o search engines for help, Such systems point them
in the direction of one or more relevant items from a corpus. This is appropriate for navigational
and transactional intents {¢.g. home page finding or online shopping) but typically less ideal for
informational needs, where users seek answers to questions they may have [Broder, 2002]. Classical
information retrieval (IR} systems do not directly answer information needs, but instead provide
references to (hopefully authoritative) content.

‘The very fact that ranking is a critical component of this paradigm is a symptom of the retrieval
system providing nsens a selection of potential answers, which induces a rather significant cognitive
burden on the user. The desire to return answers instead of ranked lists of results was one of the
motivating factars for developing question amswering systems. While there has been n great deal

= This s reseanch proposal, not e roadma for any Guogl pruduct, or serviee.

ACM SIGIR Forum 1 Vol. 55 No. 1 - June 2021

query: home remodeling

question: when was
Abraham Lincoln born?

docs: DOC246 DOC111

related documents:
DOC123

Model

answer: Lincoln was
born in 1809.

summarize: DOC369

docs: DOC234 DOC321

summary: Lorem ipsum
dolor sit amet.




Model based General Search vs e-Commerce Search

Challenges:

e The document space is huge (Google indexes 30 trillion pages)
e Update is costly (It is estimated that Google crawls 25 billion pages every day)

e-Commerce Search:

e Itis more like search against the database
e The product space is much smaller (prod2vec considers ~2 million products)
e  For ads, the featured product space is even smaller (usually << 1 million)

9
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Neural Databases

Neural Databases

James Thome Majid Yazdani Marzieh Saeidi
University of Cambridge Faccbook Al Faccbook Al

Facebook Al i i

t719@cam.ac.uk

Fabrizio Silvestri Sebastian Riedel Alon Halevy

Faccbook Al Faccbook Al Facebook A

filvestri@b.com sriedel@h.com ayh@fb.com

ABSTRACT 1 INTRODUCTION

In recent years, neura networks have shown impressive perfor-

e yeas, el ke bave i imprsies e
o Al problems, "

Tong:standing AT problems, such as natural ln-

Tanguage text.
the question of whether they can he exiendod ta & point where
we ean relax the fundamental asstmyption of database manage
ment. namely: that our data i represented as fekds of  pre defined
schema.

guage speech recognition, and computer ision.

P
tion of nearal nets to data management problems, including lesmm-
ing;indices [21], query aptimization and entity matehing [25,29].
T applymg nenral nets to data mansgement, research has <o far

paper present & i  hat quesion, We

datn wns modeled by
The suceess of nearal

in which updates and queries sre prven in natural lsnguage. We

such as nanurs] anguape and images raises the question of whether

op query

their

We begin by demanstrating, that at the core, recent NLP trans-
formees, powered by pre-truined language models, can answee
select-project-foin queries i they are given the exact set of cele-

i focts. H they cannol sc
cannot perform ageregation queries. Based on these findings, we

ibe ltiple Neural SP]

g What
f,instead, data and queries can be represented as short nstussl

g
tences? This paper preseals a firt step in answering that questioo.
We describe NeuralDB, a database system in which updates and

operators in parallel. each with 3 set of database seatences that
can produce one o the answers to the query. The result of these

i patural Language. The query processor of &
NeusatDB builds on the prisitives that are offered by the state
of the art Natural Language Processing (NLP) techniques. Figure |

We describe

Jgorithen that learns how to create ate setsof fart ing
o be fed into each of the Neural ST tanly, this decades. The first
lgorithn canbe tcaind by mwwmmmmm Weper o ao Hnportunt benes b Lt o NEURALDS, by deition.
D5 b o cheaus. Therefore, the e of the database

2
it very high aesaey

PVLDB Reference Format:
Jimes Thoree, Majid Yazdars, Marseh: Saes, Fabrizso Svestr Sebastan.
Fiedel, a0 Alon Hlievy. Newral Dizsboses PVLDS, {11 XXOCKXX, 220,
000X

PVLDB Availabilty Tag:

Televant as the applicaton s ted can be stored and qerid. The

o natural language forms, as i comvenient to any ser. In contrast,
a traditional database query needs to be based on the database
chema. A third berefit comes from the fact that the NrumatDB
is based on a pre-trained language model that already contains 3

st Landon is in the UK is

ty T e

 avallate ot
hetpvidhoc/pyidb format_ved 4 heml.

Furthe

domain knowledge by extending the pre-training corpus to that
domain.

By e,  NSUIALDS s ok s 1o provide the s cor-
system, ie., that the

the query lunusge. Hence, NEURALDBs should not be considered

Facts: (4 of 50 shown)

Nicholas lives in Washington D.C. with Sheryl.

Sheryl is Nicholas’s spouse.

Teuvo was born in 1912 in Ruskala.

In 1978, Sheryl’s mother gave birth to her in Huntsville.

Queries:
Does Nicholas’s spouse live in Washington D.C.?
(Boolean Join) — TRUE

Who is Sheryl’s husband?
(Lookup) — Nicholas

Who is the oldest person in the database?
(Max) — Teuvo

Who is Sheryl’s mother?
(Lookup) — NULL



Unitying Heterogeneous Data to Text

- @ o
e G2 o
o a
€@ o
= oo
e mm o
e @ oo
e mm o
e mm o
e Em a
w  mm o
= Cl
P Cl

10 Healthy Snacks for Children

perform better in school and are better equipped to fight off disease. But it sometimes
seems that pleasing those picky little taste buds i easier said than done. We picked the
brains of our in-house nutrition gurus to come up with this st of healthy snack options
for kids. These 10 easiy-to-make id friendly treats are 5o delicious, even the pickiest of
aters will be asking for seconds.

Let the healthy snacking begin!

1. Go for the Yo (Low-fat Yogurt)
Low-fat yogurt is not only high in protein and calcium but also in active cultures
that boost the body's immune and digestive systems. Something this good doesn't
have to be bland.
Toss in fresh fruit, add a litle low-fat milk, a bit of honey and blend to make
delicious fruit smoothie sure to satisfy ang sweet tooth craving. Bonus: freeze
your kids' favorite flavors in paper cups and serve as popsicles.
Gain Whole Grains (Whole Grain Snacks)
Whole grains are key sources of B vicamins and minerals (iron, magnesium, and
selenium), that can keep kids' hearts healthy and reduce the risk of certain
cancers and Type-2 diabetes. Replacing even a few refined flour products with
whole grains in a child's diet will help provide the dietary fiber necessary to help.
maintain a healthy body weight
A best bet for tummy satisfaction is to pair whole-grain treats with a yummy di:
@ whole wheat pretzel with low-fat cheese or yogurt; whole grain crackers with
peanut butter or apple sauce: or try whole wheat pita bread with hummus,
3. Make an Egg-cellent Choice (Eggs)
We're bringing breakfast back. Protein-packed eggs are not just a great way to
start the day, but also @ low-calorie way to refuel in the afternoon.
Fix them sunny side up or scrambled (go easy on the o) and serve with whole

adding a cheese flag with a toothpick and sailing your way through the afternoon
with an egg boat.
4 Eat the Rainbow (Fruit)



Unitying Heterogeneous Data to Text

Special ID token for each Product
e Create a special token for each product, and use the token in text to
represent the product
e e.g., [P123] could refer to a specific product

Alternative Approach
e [PStart] Lucerne Milk with Reduced Fat [PEnd]



Unitying Heterogeneous Data to Text

Structure Data are basically relational tables with columns or attributes. We assume each record is about a product.

We create a set of multiple natural language templates for each attribute. These templates allow us to generate descriptions of the
product in a natural language.

For example:

e  Product name:
o  (ex)[P123]is Lucerne Milk with Reduced Fat.
o  (ex) The product id of Lucerne Milk with Reduced Fat is [P123]
e  Product brand name:
o  (ex) The brand name of [P123] is Lucerne.
o  (ex) Lucerne is [P123]’s brand name.
e  Product attributes:
o  (ex) The attributes of [P123] include organic, gluten free, and kosher.
o  (ex) The attributes of [P123] include kosher, organic, and gluten free.
e  Aggregation:
o  (ex) Lucerne products are dairy you can depend on. It produces milk such as [P123], ...

d



Unitying Heterogeneous Data to Text

Transaction Data
For each type of translation, we create some natural language templates.

- Top 10 converted items for the search query 'milk' at Costco is [P001], [P002], ..., and [P010]
- Acustomer bought [P001], [P022], ..., and [P042] together



Unitying Heterogeneous Data to Text

Product Knowledge Graph, Ontology, Taxonomy

We may generate descriptions across multiple tables (e.g., between product and recipe). This helps us answer questions
such as complementary products, substitute products, etc.

- For example, we have "catalog product class - product serving size -> Volume" in our KG. We can use it as a
template and the instances of these two classes to generate something like "Reduced fat Lucerne Milk has 8
serving size of 1 cup per container"

- For example, we can also generate something like "Reduced fat Lucerne Milk has 140 Calories" based on another
relation (product fatCaloriesPerServing) between "catalog product class" and "energy".

d



Unitying Heterogeneous Data to Text

Unstructured Data

- For example: recipes, web articles,

- Perform entity linking and embed
product IDs such as [Pxxx] in the doc

9
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10 Healthy Snacks for Children

Studies show what most parents already know: when kids are well nourished, they
perform better in school and are better equipped to fight off disease. But it sometimes
seems that pleasing those picky little taste buds is easier said than done. We picked the
brains of our in-house nutrition gurus to come up with this list of healthy snack options
for kids. These 10 easy-to-make kid friendly treats are so delicious, even the pickiest of
eaters will be asking for seconds.

Let the healthy snacking begin!

1. Go for the Yo (Low-fat Yogurt)
Low-fat yogurt is not only high in protein and calcium but also in active cultures
that boost the body's immune and digestive systems. Something this good doesn't
have to be bland.
Toss in fresh fruit, add a little low-fat milk, a bit of honey and blend to make a
delicious fruit smoothie sure to satisfy any sweet tooth craving. Bonus: freeze
your kids' favorite flavors in paper cups and serve as popsicles.
2. Gain Whole Grains (Whole Grain Snacks)
Whole grains are key sources of B vitamins and minerals (iron, magnesium, and
selenium), that can keep kids' hearts healthy and reduce the risk of certain
cancers and Type-2 diabetes. Replacing even a few refined flour products with
whole grains in a child's diet will help provide the dietary fiber necessary to help
maintain a healthy body weight.
A best bet for tummy satisfaction is to pair whole-grain treats with a yummy dip:
a whole wheat pretzel with low-fat cheese or yogurt; whole grain crackers with
peanut butter or apple sauce; or try whole wheat pita bread with hummus.
. Make an Egg-cellent Choice (Eggs)
We're bringing breakfast back. Protein-packed eggs are not just a great way to
start the day, but also a low-calorie way to refuel in the afternoon.
Fix them sunny side up or scrambled (go easy on the oil) and serve with whole
grain toast and jam. Or opt for a fun, hard-boiled version, slicing eggs in half,
adding a cheese flag with a toothpick and sailing your way through the afternoon
with an egg boat.
4. Eat the Rainbow (Fruit)
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11 Best Barbecue Recipes | Popular Barbecue
Recipes

Barbecue is probably the world's oldest cooking method. We've rounded up our 11 best
barbecue recipes that you can try at home on a bonfire night with family and friends.

NDTV Food  Updated: March 17, 2020 13:44 IST

Oy 0 eé 4o ©aeQ

Barbecue recipes you can try at home.

Thinkstock

"It is better to have burnt and lost, than never to have barbecued at all" - William |

Shakespeare

Barbecue Recipes-Barbecue is probably the world's oldest cooking method. It has
come a long way from the traditional pit BBQ that originated in the Caribbean to the
great Indian tandoor. Australians have taken to the 'barbie' with great gusto. It is a fun
and fiery way to eat hearty and stay snug, perfect on a nippy night or for a breezy

brunch. For your next BBQ party, we show you how to do it right.



Pre-training a LM

Consider the pre-training for masked language models.

We first add product_ids and words used in instacart (e.g. words used in brand
names and product names) as additional tokens in the vocabulary set.

e Input sentence: “[P123] is Lucerne Milk with Reduced Fat”
e  Masking: “[P123] is [Mask] [Mask] with [Mask] [Mask]

e We want to predict the original input sentence based on the masked
sentence

shopping

lucerne milk reduced fat

t 4 P 4

Corpus Model

e O I . T .
token embedding @ @ @ @
position embedding @

!

[P123] is lucerne milk with reduced fat.

!

sampling / mask generation

!

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens

(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

T

Input sentence: [P123] is Lucerne milk with reduced fat.
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Fine-tuning - Document Retrieval

We treat document retrieval as a multiclass-multilabel classification process, where

# of classes = # of product_ids.

Training data

<“[Query] milk”: ([P001], 0.4), ([P006], 0.3), ([P123], 0.2), ... , (P[234], 0.1)>

Labels can be soft labels or hard labels.

predictions targets

p([PO01]) =0.35  Y([POO1l])=0.4
p([P002]) =0.01  Y([POO2])=0.0

p(P123) =012  Y(P123)=0.2

[ Multiple Sigmoid Functions ]

4
parameter
linear layer sharing
weight: transposed product_id [<——
token embedding table

A

| avg pool I
A

Corpus Model

query representation

E 3
token embedding
position embedding

f

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens <
(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

Input sentence: [Query] milk

(a) Document Retrieval



.,

Fine-tuning - Document Recommendation

The input is a document identifier and the output is one or more relevant document
identifiers. We also treat Document Recommendation as a multiclass-multilabel
classification process, where # of classes = # of product_ids.

<“[Recommend] [P001]": ([P0O06], 0.8), ([P123], 0.9), ... , (P[234], 0.7)>

Labels can be soft labels or hard labels.

predictions targets

p((PO01]) = 0.35  Y([POO1]) =0.4
p([PO02])) =0.01  Y([P002]) = 0.0

p([plzéj') =0.12 Y([P123]) ;don't care

[ Multiple Sigmoid Functions ]

parameter
linear layer sharing

weight: transposed product_id [<————
token embedding table

product query
representation

Corpus Model

bt

token embedding

position embedding
*

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens <’
(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

Input sentence: [Recommend] [P123]

(b) Related Document Retrieval
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Fine-tuning - Document Encoding

The objective of this task is to encode token embedding for a given product
description. The input is a product description (product brand name + product
name + attributes) and the output is corresponding product id. Note that this is
multi-class single label classification.

<“[Product] lucerne milk with reduced fat”: ([P123], 1.0)>
Label is product_id.
Once the training is done, the model will be able to encode new products. We

then append these additional token embeddings to the weight of the final output
layer.

predictions targets

p([P0O01]) = 0.05  Y([POO1])=0.0
p([PO02]) =0.01  Y([P002])=0.0

p([Plzéjj =0.82 y([P12§j) =10

[ Softmax ]
T parameter
linear layer sharing

weight: transposed product_id |[<4—————
token embedding table

product
representation
This can be used as a avg pool
token embedding for a

new product )

Corpus Model

P & & F 4
token embedding

position embedding @
T

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens -
(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

Input sentence: [Product] lucerne milk with reduced fat

(c) Product encoding task



Multi-task Learning

Finally we fine-tune the model from the pre-trained checkpoint with all the objectives we mentioned above. Below diagram shows how we
feed all the inputs to the corpus model and how we use output of the model in a multi task learning setting.
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predictions

p(IP00L]) = 0.35
p([P002]) = 0.01

targets
y(POOL]) = 0.4
y([PO02)) = 0.0
p(P123) =012  Y(P123]) =02

Multiple Sigmoid Functions

T parameter
linear layer sharing
weight: transposed product_id
token embedding table

query representation

[ Corpus Model ]

5

token embedding

position embedding

predictions

p(IP00L]) = 0.35
p([P002]) = 0.01

targets

p([plzéjj =0.12 Y([P123)) ;don'l care

Multiple Sigmoid Functions

y([P001]) = 0.4
y([P002]) = 0.0

linear layer rsharing
weight: transposed product_id
token embedding table

product query

representation

[ Corpus Model ]

token embedding

position embedding

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens

(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

Tokenizer: [Vocabulary set]
(1) natural language tokens

(2) product_id tokens
(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

Input sentence: [Query] milk

(a) Document Retrieval

Input sentence: [Recommend] [P123]

(b) Related Document Retrieval

predictions

p([P0O01]) = 0.05
p([P002]) = 0.01

targets

y([P001]) = 0.0
Y([P002]) = 0.0

p(P123) =082  y(P123)=10

T parameter
linear layer sharing
weight: transposed product_id
token embedding table

product
representation
This can be used as a
token embedding for a
new product

Corpus Model

N EEHHE
@

token embedding

position embedding

Tokenizer: [Vocabulary set]

(1) natural language tokens

(2) product_id tokens

(3) Instacart domain tokens (e.g. words used in
brand names and/or product names)

<

Input sentence: [Product] lucerne milk with reduced fat

(c) Product encoding task



Remaining problems? Too many ...

What about personalization?
Templates? Aren’t they biased?

How about new products?



A Hybrid Approach
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Query Understanding

Query Classification

Query Encoder Category Classification J
(fine-tuned

from the search Brand Classification ]
embedding

ey Attribute Classification ]

embedding based recall

Query Embedding
Generation

Search
Embedding
model

Ranking

keywords based recall

Deep Model
(fine-tuned from the
search embedding

model)

<product_id, ranker_score>
—




Conclusion

e-Commerce Search is challenging
e Heterogeneous types of data
e Converting the data to structured

A hybrid approach is the most realistic at the moment
e Relying on neural models for high recall
e Relying on classical approaches for precision and scalability

End-to-end Model based IR is becoming increasingly more attractive
e Challenges: vocabulary size, updates, text description generation, etc.
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